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1. INTRODUCTION

The importance of the treatment of factual items in the XYZ has long been recognized1

in the literature1. If not excluded for the purposes of index number compilation, the most2

common approaches to the treatment of such goods are the so-called fix...(see details in Rubin,3

1988).4

2. DESCRIPTION OF THE PROBLEM

2.1. Theoretical background

As mentioned in Section 1, in principle, the difficulties raised by the existence of factual5

items can be tackle by either:6

a) ignoring the issue and excluding all the possible ‘problematic’ items from XYZ compi-7

lation;8

b) allocating fixed weights, assuming that factual items are to be treated in the same way9

as all other items (this is the fixed weights approach);10

c) allocating variable/changing weights, according to the consumption pattern found in11

the base year (this is the variable weights approach).12

Table 1 summarises the main advantages and disadvantages of the three considered13

approaches.14

Approach Advantages Disadvantages

Ignore... Simplicity Overlooking...
Fixed-weight Theoretical consistency Choice of imputation...

Variable-weight Minimisation... Theoretical inconsistency

Table 1: Advantages and disadvantages of different approaches to the
treatment of factual items in a XYZ.

Ignoring the ‘problematic’ or more ‘volatile’ items can be seen as a non-solution in the15

context of an index that wants to reflect changes in consumption prices. If these items have16

some importance in the XYZ basket, then there is, in principle, no reason for ignoring them.17

Figure 1 compares the carry forward and percentage change indices as in Robert (1999).18

Although different in level, they nearly have the same turning points and behaviour in terms19

1See, for instance, Rothwell (1958).
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of movement (details in Rothwell, 1958; Author1, 1980, 1990; Robert, 1999; Rubin, 1988;1

Author1, 2000; Author1 and Author2, 1980; Author1 et al., 1980, for instance).2

Figure 1: Carry forward and percentage change indices.
Both indices tend to approximate in the months with less prices.

Theorem 2.1. Consider aggregation with all the other XYZ components.3

(2.1) It,mi;o,m =
pi;t,m
pi;o,m

.

Proof: This could be the proof of the previous Theorem...4

2.1.1. This is a subsubsection

The percentage change index presents a higher volatility than the forward imputation5

method (2.1), (2.2) and (2.3) (see Theorem 2.1 and Lemma 2.1).6

Lemma 2.1. Consider aggregation with all the other XYZ components. That is7

only possible at the class level:8

It,mi;o,m =
pi;t,m
pi;o,m

, m, n ∈ N ;(2.2)

sI
t,m
o,m =

∑
i

It,mi;o,m

pi;t,m · qi;o,m∑
i

pi;t,m · qi;o,m
.(2.3)

No matter which approach is followed, one has to bear in mind that no “perfect”9

solution exists...10

(Similar environment for corollary, proposition, ...)11
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Proof of Lemma 2.1: This is the proof of the previous Lemma...1

Corollary 2.1. First Corollary...2

Proof of Corollary 2.1: This is the proof of the previous Corollary...3

Proposition 2.1. First Proposition...4

Proof of Proposition 2.1: This is the proof of the previous Proposition...5

Remark 2.1. First Remark...6

As stated in the Remark 2.17

(Similar environment for definition, example, note, ...)8

Definition 2.1. First Definition...9

As considered in the Definition 2.110

Example 2.1. First Example...11

As observed in the Example 2.112

Note 2.1. First Note...13

As enhanced in Note 2.1 the References section should be ordered alphabetically.14
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