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Abstract:

� Recently, G. Yanev [7] obtained a characterization of the exponential family of distri-
butions in terms of a functional equation for certain mixture densities. The purpose
of this note is twofold: we extend Yanev’s theorem by relaxing a restriction on the
sign of mixture coefficients and, in addition, obtain a similar characterization for the
Laplace family of distributions.
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1. Introduction

Our aim is to prove certain characterizations of the exponential and double exponential families
of distributions. We will use the notation X ∼ E(λ) to indicate that X is an exponential random variable
with parameter λ > 0, that is P (X > x) = e−λx for all x > 0. We will write X ∈ E if X ∼ E(λ) for
some λ > 0. Similarly, will write X ∈ L if X has a Laplace (double exponential) distribution [4], that is,
for some λ > 0 and Y ∼ E(λ),

P (X > x) =
1

2

(
P (Y > x) + P (−Y > x)

)
=
λ

2

∫ ∞

x
e−λ|y| dy, ∀x ∈ R.

For the exponential random variable we have:

Theorem 1.1. Let X be a random variable and µ1, . . . , µn be distinct non-zero real num-
bers. Let φ(t) = E

(
eitX

)
, t ∈ R, be the characteristic function of X, and suppose that φ is infinitely

differentiable at zero and, furthermore,

n∏
k=1

φ(µkt) =
n∑

k=1

θkφ(µkt), t ∈ R,(1.1)

where

θk =

n∏
j=1,j ̸=k

µk

µk − µj
, k = 1, . . . , n.(1.2)

If, in addition,

∑
(k1,...,kn)∈Wn,m

n∏
j=1

µ
kj

j ̸=
n∑

k=1

µmk for any integer m ≥ 2,(1.3)

where

Wn,m :=
{
(k1, . . . , kn) ∈ Zn : kj ≥ 0 and

n∑
j=1

kj = m
}
,(1.4)

then, either P (X = 0) = 1 or E(X) ̸= 0 and X · sign
(
E(X)

)
∼ E(λ) with λ = 1/E(X).

The proof of the theorem is given in Section 2. Theorem 1.1 is an extension of a similar result
of G. Yanev [7] obtained under the additional assumption that the coefficients µk are positive. In that
case, the key technical condition (1.3) is trivial as the left-hand sides contains the µmk terms and hence
is always larger than the right-hand side.

To ensure the existence of the derivatives of φ at zero one can impose Cramér’s condition, namely
assume that there is t0 > 0 such that E

(
etX

)
< ∞ for all t ∈ (−t0, t0). Note also that the equality in

(1.3) for any fixed m ∈ N describes a low-dimensional manifold in Rn, and hence Theorem 1.1 is true
for almost every vector (µ1, . . . , µn) chosen at random from a continuous distribution on Rn.

The identity in (1.1) with θk introduced in (1.2) holds for any X ∈ E, and Theorem 1.1 can be
seen as a converse to this result. Let X1, . . . , Xn, n ≥ 2, be independent copies of a random variable X.
Equations (1.1) and (1.2) give an expression of the characteristic function of the sum

S = µ1X1 + · · ·+ µnXn(1.5)

as a linear combination of φ(µkt)’s. If X ∼ E(λ), then φ(t) = λ
λ−it

, and thus (1.1) is the partial

fraction decomposition of the complex-valued rational function ψ(t) := E
(
eitS

)
. In the particular case

when X ∈ E and µk = 1
L−k+1

for some integer L > n, the random variable S/λ is distributed as the

n-th order statistic of a sample of L independent copies of X (this is the Rényi representation of order
statistics; see, for instance, [3, p. 18]). For further background and earlier versions (particular cases) of
Yanev’s characterization theorem see [1, 6, 7].
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It was pointed out in [7] that an extension of their result to a more general class of coefficients
µk would be of interest from the viewpoint of both theory and applications1. When all the coefficients
µk are positive and X is an exponential random variable, the random variable S =

∑n
k=1 µkXk has

a hypoexponential distribution. When some of the coefficients are negative, S is a difference of two
hypoexponential random variables. Some applications of such differences are discussed, for instance, in
[5]. An insightful theoretical exploration of the densities of hypoexponential distributions can be found
in [2].

We remark that the theorem is not true if the particular form of the coefficients θk in (1.2) is
not enforced. For instance, for the Laplace distribution we have:

Theorem 1.2. Let X be a random variable and µ1, . . . , µn be distinct positive numbers. Let
φ(t) = E

(
eitX

)
, t ∈ R, be the characteristic function of X, and suppose that φ is infinitely differentiable

at zero and, furthermore, (1.1) holds with

θk =

n∏
j=1,j ̸=k

µ2k
µ2k − µ2j

, k = 1, . . . , n.(1.6)

Then, either P (X = 0) = 1 or X has a Laplace distribution.

The result is closely related to the one stated in Theorem 1.1 because X ∈ L implies that for a
suitable Y ∈ E,

E
(
eitX

)
=

1

2

(
E
(
eitY

)
+ E

(
e−itY

))
.

The proof of the theorem is similar to that of Theorem 1.1, and therefore is omitted. The key technical
ingredient of the proof, namely an analogue of Lemma 2.1 for Laplace distributions, follows immediately
from Lemma 2-(iii) in [7], and the rest of the proof of Theorem 1.1 can be carried over verbatim to the
double exponential setup of Theorem 1.2.

We conclude the introduction with a brief discussion of condition (1.3). The equality with n = 2

and some m ≥ 2 reads
∑m

j=0 µ
j
1µ

m−j
2 = µm1 +µm2 , which is equivalent to

µm+1
1 −µm+1

2
µ1−µ2

= µm1 +µm2 . The

latter implies that µm−1
2 = µm−1

1 , and hence m is odd and µ2 = −µ1. In that case, (1.1) becomes

φ(t)φ(−t) =
1

2

(
φ(t) + φ(−t)

)
, t ∈ R.(1.7)

The equation is satisfied when X is a Bernoulli random variable with P (X = 0) = P (X = a) = 1
2

for some constant a > 0, in which case φ(t) = 1
2

(
1 + eiat

)
. More generally, (1.7) holds if and only if

φ(t) = 1
2

(
1 + eiρ(t)

)
, where ρ : R → R is an odd function. Unfortunately, we are not aware of any

example where φ in this form would be a characteristic function of a random variable beyond the linear
case ρ(t) = at and linear fractional ρ(t) = λ−ti

λ+ti
, ρ(t) = λ+ti

λ−ti
which correspond to, respectively, X ∈ E(λ)

and −X ∈ E(λ).

Our proof technique differs significantly from the one used in [7]. However, interestingly enough,
both rely on the validity of (1.3). Nevertheless, we believe that the following might be true:

Conjecture. For n ≥ 3, (1.3) is an artifact of the proof and is not necessary.

2. Proof of Theorem 1.1

The following is a suitable version of Lemma 2-(iii) in [7].

1See also a recent preprint [8], where a special case of exponential convolutions with repeated
coefficients is considered.
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Lemma 2.1. Assume (1.3). Then, for any integer m ≥ 2,

n∑
k=1

θkµ
m
k ̸=

n∑
k=1

µmk .

Proof of Lemma 2.1: Let Y1, . . . , Yn be i. i. d. random variables such that Yk ∈ E(1) for
each k = 1, . . . , n. Similarly to (1.5), define

S̃ = µ1Y1 + · · ·+ µnYn.

Let φ̃(t) = E
(
eitY1

)
= 1

1−it
. Thus, for E

(
eiS̃t

)
=

∏n
k=1

1
1−itµk

we have a partial fraction decomposition

similar to (1.1), namely

E
(
eiS̃t

)
=

n∑
k=1

θk

1− itµk
=

n∑
k=1

θkφ̃(µkt), t ∈ R,

where the coefficients θk are introduced in (1.2). Differentiating m times and taking in account that
E(Ym

1 ) = m!, we obtain

(−i)m
dm

dtm
E
(
eiS̃t

)∣∣∣
t=0

= E
(
S̃m

)
=

n∑
k=1

θkµ
m
k E

(
Ym
1

)
= m!

n∑
k=1

θkµ
m
k ,

Recall Wn,m from (1.4). Using the multinomial expansion

S̃m =
(
µ1Y1 + · · ·+ µnYn)

m =
∑

(k1,...,kn)∈Wn,m

m!

k1! · · · kn!

n∏
j=1

(µjYj)
kj ,

and the fact that E(Y k
1 ) = k! for any k ∈ N, we obtain:

n∑
k=1

θkµ
m
k =

1

m!
E
(
S̃m

)
=

∑
(k1,...,kn)∈Wn,m

1

k1! · · · kn!

n∏
j=1

µ
kj

j E
(
Y

kj

j

)
=

∑
(k1,...,kn)∈Wn,m

n∏
j=1

µ
kj

j ,(2.1)

which yields the result in view of (1.3).

Differentiating both sides of (1.1) m times we obtain the identity

dm

dtm

n∏
k=1

φ(µkt)

∣∣∣∣
t=0

=
n∑

k=1

θkµ
m
k φ

(m)(0), m ≥ 2.(2.2)

In view of Lemma 2.1 and the fact that φ(0) = 1, these identities can be used to determine all the
derivatives of φ at zero in terms of φ′(0), first φ′′(0) in terms of the parameter φ′(0), then φ′′′(0) in
terms of φ′(0) and φ′′(0), and hence in terms of φ′(0) only, and so on. For instance, (2.2) with m = 2
yields

φ′′(0)
n∑

k=1

µ2k(θk − 1) =
(
φ′(0)

)2 n−1∑
k=1

n∑
j=k+1

µkµj .

Note that
∑n

k=1 µ
2
k(θk − 1) ̸= 0 by Lemma 2.1 with m = 2.

In general, for an arbitrary m ∈ N, (2.2) can be written as

φ(m)(0)
n∑

k=1

µmk (θk − 1) = Fm
(
µ1, . . . , µn, φ

′(0), . . . , φ(m−1)(0)
)
,



Characterization of exponential & double exponential distributions 5

where the multivariate functional Fm(·) in the right-hand side is independent of φ(m)(0). An explicit
form of Fm is given by the general Leibnitz rule (an extension of the product differentiation rule to
higher derivatives):

Fm =
∑

(k1,...,kn)∈Vn,m

m!

k1! · · · kn!

n∏
j=1

µ
kj

j φ(kj)(0),

where (cf. (1.4))

Vn,m :=
{
(k1, . . . , kn) ∈ Zn : 0 ≤ kj < m and

n∑
j=1

kj = m
}
,

In view of Lemma 2.1,
∑n

k=1 µ
m
k (θk − 1) ̸= 0, and thus we can define the derivative of φ at zero

inductively, using the formula

φ(m)(0) =
Fm

(
µ1, . . . , µn, φ′(0), . . . , φ(m−1)(0)

)∑n
k=1 µ

m
k (θk − 1)

.

Let now Z ∈ E and ψ(t) = E
(
eitZ

)
. The derivatives ψ′′(0), ψ′′′(0), . . . as functions of the parameter

ψ′(0) can be in principle derived using the same inductive algorithm. Therefore, φ′(0) = 0 implies
P (X = 0) = 1 while φ′(0) = ψ′(0) = λ−1 for some λ > 0 implies that φ(m)(0) = ψ(m)(0) for all m ∈ N,
and hence (since φ is analytic under the conditions of the theorem) φ(t) = ψ(t) = λ

λ−it
as desired.

Finally, the case φ(0) = −λ−1 < 0 can be reduced to the previous one by switching from X to −X in
the above argument.
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