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Abstract:

• We consider interval estimation of the difference between two binomial proportions. Several meth-
ods of constructing such an interval are known. Unfortunately those confidence intervals have poor
coverage probability: it is significantly smaller than the nominal confidence level. In this paper
a new confidence interval is proposed. The construction needs only information on sample sizes
and sample difference between proportions. The coverage probability of the proposed confidence
interval is at least the nominal confidence level. The new confidence interval is illustrated by a
medical example.
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1. INTRODUCTION

Let ξ1 and ξ2 be two independent r.v.’s distributed as Bin(n1, θ1) and Bin(n2, θ2), re-
spectively. We estimate the difference between the probabilities of success, i.e. ϑ = θ1 − θ2.
Construction of confidence intervals for the difference of proportions has a very long history
and has been widely studied, due to its numerous applications in biostatistics and elsewhere;
see e.g. Anbar [1], Newcomb [7], Zhou et al. [12]. In all those constructions, normal approx-
imation to the binomial distribution is applied. As a consequence it may be observed that
the coverage probabilities of the asymptotic confidence intervals are less than the nominal
confidence level (for a single binomial proportion see for example Brown et al. [3]). This is
in contradiction to Neyman’s [8] definition of a confidence interval. In what follows, a new
confidence interval is proposed. That confidence interval is based on the exact distribution
of the difference of the observed numbers of successes. A similar method was applied in
constructing a confidence interval for a linear combination of proportions (W. Zieliński [16]).

The paper is organized as follows. In the second section a new confidence interval is
constructed. In the third section a medical example is discussed. Some remarks and conclu-
sions are collected in the last section. In the first appendix there is given a short R-project
program for calculating proposed confidence intervals. In the second appendix some known
confidence intervals for the difference of probabilities are cited.

2. A NEW CONFIDENCE INTERVAL

Let ξ1 ∼ Bin(n1, θ1) and ξ2 ∼ Bin(n2, θ2) be independent binomially distributed random
variables. The random variable ϑ̂ = ξ1

n1
− ξ2

n2
is the minimum variance unbiased estimator of

ϑ = θ1 − θ2.

The confidence intervals widely used in applications are constructed in the following
statistical model:(

{0, 1, ..., n1} × {0, 1, ..., n2} ,
{

Bin(n1, θ1) · Bin(n2, θ2), 0 ≤ θ1, θ2 ≤ 1
})

.

Since we are interested in estimating ϑ = θ1 − θ2 on the basis of ϑ̂, we consider the new
statistical model (

X ,
{
P(n1, n2, ϑ), −1 ≤ ϑ ≤ 1

})
,

where

X =
{
k1

n1
− k2

n2
: k1 ∈ {0, 1, ..., n1}, k2 ∈ {0, 1, ..., n2}

}
.

The family {P(n1, n2, ϑ),−1 ≤ ϑ ≤ 1} of distributions is as follows. Since for a given ϑ ∈
(−1, 1) the probability θ1 is a number from the interval (a(ϑ), b(ϑ)), where

a(ϑ) = max{0, ϑ} and b(ϑ) = min{1, 1 + ϑ},
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the probability of the event {ϑ̂ = u} (for u ∈ X ) equals (simply apply the law of total prob-
ability and averaging with respect to θ1)

Pϑ{ϑ̂ = u} = Pϑ

{
ξ1
n1

− ξ2
n2

= u

}
=

1
L(ϑ)

∫ b(ϑ)

a(ϑ)

n2∑
i2=0

Q(θ1,n1)

{
ξ1 = n1

(
u+

i2
n2

)}
Q(θ1−ϑ,n2) {ξ2 = i2} dθ1.

Here L(ϑ) = b(ϑ)− a(ϑ) and Q(µ,m) {ζ = k} =
(
m
k

)
µk(1− µ)m−k for k = 0, 1, ...,m.

Note that the family {P(n1, n2, ϑ),−1 ≤ ϑ ≤ 1} of distributions is decreasing in ϑ, i.e.
for a given u ∈ X ,

Pϑ1{ϑ̂ ≤ u} ≥ Pϑ2{ϑ̂ ≤ u} for ϑ1 < ϑ2.

It follows from that fact that the family of binomial distributions is decreasing in probability
of a success and Pϑ{ϑ̂ = u} is a convex combination of binomial distributions.

Let ϑ̂ = u be observed. The (symmetric) confidence interval for ϑ at confidence level γ
based on the exact distribution of ϑ̂ is (ϑL(u), ϑU (u)), where

ϑL(u) =

−1 for u = −1,

max
{
ϑ : Pϑ{ϑ̂ < u} = 1+γ

2

}
for u > −1,

ϑU (u) =

1 for u = 1,

min
{
ϑ : Pϑ{ϑ̂ ≤ u} = 1−γ

2

}
for u < 1.

(M)

Unfortunately, closed formulae for such confidence intervals are not available. Nevertheless,
for given n1, n2 and observed u the confidence interval may be easily obtained with the stan-
dard mathematical software (for example R-project, Mathematica, MathLab etc.). Table 1
presents some 95% confidence intervals for n1 = n2 = 10 and Table 2 for n1 = 50, n2 = 10.

Table 1: Confidence intervals (γ = 0.95, n1 = n2 = 10).

ϑ̂ interval

−1.0 (−1.0000,−0.6733)
−0.9 (−0.9975,−0.5214)
−0.8 (−0.9751,−0.3940)
−0.7 (−0.9350,−0.2798)
−0.6 (−0.8832,−0.1745)
−0.5 (−0.8227,−0.0760)
−0.4 (−0.7551, 0.0212)
−0.3 (−0.6813, 0.1291)
−0.2 (−0.6019, 0.2326)
−0.1 (−0.5171, 0.3319)

0.0 (−0.4270, 0.4270)

ϑ̂ interval

0.1 (−0.3319, 0.5171)
0.2 (−0.2326, 0.6019)
0.3 (−0.1291, 0.6813)
0.4 (−0.0212, 0.7551)
0.5 ( 0.0760, 0.8227)
0.6 ( 0.1745, 0.8832)
0.7 ( 0.2798, 0.9350)
0.8 ( 0.3940, 0.9751)
0.9 ( 0.5214, 0.9975)
1.0 ( 0.6733, 1.0000)
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Table 2: Confidence intervals (γ = 0.95, n1 = 50, n2 = 10).

ϑ̂ interval

−1.0 (−1.0000,−0.8346)
−0.9 (−0.9949,−0.6642)
−0.8 (−0.9563,−0.5302)
−0.7 (−0.8986,−0.4105)
−0.6 (−0.8322,−0.2998)
−0.5 (−0.7590,−0.1957)
−0.4 (−0.6801,−0.0971)
−0.3 (−0.5962,−0.0023)
−0.2 (−0.5073, 0.1046)
−0.1 (−0.4135, 0.2103)

0.0 (−0.3145, 0.3145)

ϑ̂ interval

0.1 (−0.2103, 0.4135)
0.2 (−0.1046, 0.5073)
0.3 ( 0.0023, 0.5962)
0.4 ( 0.0971, 0.6801)
0.5 ( 0.1957, 0.7590)
0.6 ( 0.2998, 0.8322)
0.7 ( 0.4105, 0.8986)
0.8 ( 0.5302, 0.9563)
0.9 ( 0.6642, 0.9949)
1.0 ( 0.8346, 1.0000)

For a given ϑ ∈ (−1, 1) the coverage probability, by construction, equals

F−1
ϑ ((1+γ)/2)∑

u=F−1
ϑ ((1−γ)/2)

Pϑ{ϑ̂ = u},

where F−1
ϑ (·) is the quantile function of the distribution of ϑ̂. Since the distribution of ϑ̂ is

discrete, the coverage probability is at least γ. Figure 1 shows the coverage probability of the
confidence interval (M) for γ = 0.95 (the coverage probability is calculated not simulated).

Figure 1: The probability of coverage, γ = 0.95.

The length of the confidence interval depends on the sample sizes n1 and n2. Suppose
we may conduct n trials including n1 trials with success probability θ1 and n2 = n− n1 trials
with probability θ2. To find the optimal n1, i.e. one minimizing the length, it is enough
to minimize the distance between quantiles of orders 1+γ

2 and 1−γ
2 of the distribution of ϑ̂.

It is easy to note that the distribution of ϑ̂ is unimodal, so it is enough to minimize the
variance of ϑ̂. This variance equals

D2
ϑ(ϑ̂) =

1
L(ϑ)

∫ b(ϑ)

a(ϑ)

(
D2

(θ1,n1)

(
ξ1
n1

)
+D2

(θ1−ϑ,n2)

(
ξ2
n2

))
dθ1 =

1− 3ϑ2 + 2|ϑ|3

6nf(1− f)
,

where f = n1/n. The variance D2
ϑ(ϑ̂) is (uniformly in ϑ) minimal for f = 1/2, i.e. half of

the trials should be done with probability θ1. Hence, to obtain the maximal precision of
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estimation, i.e. the shortest (symmetric) confidence interval, the number of trials should be
equally divided between the two groups. Of course this is possible in the case of a planned
experiment. Unfortunately, in many real experiments (especially medical ones) it is not
possible to have planned experiments.

3. A MEDICAL EXAMPLE

The aim of the investigation was to compare the frequencies of occurrence of the specific
immunoglobulin E G6 (Phleum pratense L.) in two sites: urban (represented by the Polish
town Lublin) and rural (represented by the Polish district Zamość). The investigation is
part of the ECAP project (ecap.pl/eng_www/index_-home.html) conducted by Prof. Boles law
Samoliński (Warsaw Medical University). The data are presented by his courtesy.

Let θt and θc denote the percentages of people with high concentration of sIgE G6 (at
least 0.35 IU/ml) in the town and in the country, respectively. We are interested in estimating
the difference θt − θc at confidence level 0.95. A sample of size nt = 743 was drawn from the
town, and a sample of size nc = 329 from the country. The difference between the sample
proportions equals 0.0603. The confidence interval for the difference of proportions θt − θc

at confidence level 0.95 is (0.0052, 0.1154) (calculated from formula (M) with u = 0.0603).
Since the lower end of the confidence interval is positive, we may conclude that the fraction
of people with allergy to Phleum pratense L. is higher in the town than in the country.

In the above samples the level of the specific immunoglobulin E D1 (Dermatophagoides
pteronyssinus) was also marked. The question is the same as in the previous investiga-
tion: what is the difference between percentages of people with allergy to Dermatophagoides
pteronyssinus in urban and in rural areas. The difference between the observed proportions
is 0.0292 and confidence interval, at confidence level 0.95, is (−0.0276, 0.0853). Since the
confidence interval covers 0, it may be supposed that the percentages of people with allergy
to that allergen are the same.

4. DISCUSSION AND CONCLUSIONS

Estimating the difference of two binomial proportions is one of the crucial problems
in medicine, biometrics etc. In this paper a new confidence interval for that difference is
proposed. The confidence interval is based on the exact distribution of the sample difference,
hence it works for large as well as for small samples. The coverage probability of that confi-
dence interval is at least the nominal confidence level, in contrast to asymptotic confidence
intervals known in the literature. It must be noted that the only information needed to con-
struct the new confidence interval is sample sizes and sample difference between proportions,
while for the confidence intervals appearing in the literature the knowledge of sample sizes
as well as sample proportions in each sample is needed. Unfortunately it may lead to misun-
derstandings. Namely, suppose that seven experiments were conducted. In each experiment
two samples of sizes fifty and ten respectively, were drawn (n1 = 50, n2 = 10). The resulting
numbers of successes are shown in Table 3 (the first two columns).

ecap.pl/eng_www/index_-home.html
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Table 3: Confidence intervals in seven experiments.

ξ1 ξ2 ϑ̂ Wang c.i. K1 c.i. K2 c.i.

16 0 0.32 ( 0.04738; 0.47101) ( 0.01975; 0.62025) ( 0.19070; 0.44930)
21 1 0.32 (−0.00273; 0.50696) (−0.00719; 0.64719) ( 0.08915; 0.55085)
26 2 0.32 (−0.03047; 0.55617) (−0.01873; 0.65873) ( 0.03602; 0.60398)
31 3 0.32 (−0.02693; 0.58380) (−0.01645; 0.65645) ( 0.00571; 0.63429)
36 4 0.32 (−0.02108; 0.61329) (−0.00007; 0.64007) (−0.00816; 0.64816)
41 5 0.32 ( 0.00656; 0.62735) ( 0.03283; 0.60717) (−0.00769; 0.64769)
46 6 0.32 ( 0.03955; 0.63766) ( 0.08920; 0.55080) ( 0.00718; 0.63282)

It is seen that the sample difference between proportions (the third column) is the same
in all experiments, but the confidence intervals are quite different (Table 3 gives results for
three confidence intervals, but for other confidence intervals the results are similar). Moreover,
for example application of (K1) or Wang confidence intervals in the sixth experiment suggests
that ϑ̂ = 0.32 is a statistically significant difference while in the fourth one it is not. The
confidence interval (M) we propose does not have this drawback: for observed ϑ̂ we obtain
one confidence interval whatever ξ1 and ξ2 are (here it is (0.02110; 0.61120)).

Closed formulae for the new confidence interval are not available. But it is easy to
calculate the confidence interval for given n1, n2 and an observed sample difference ϑ̂ (see
Appendix 1 for an exemplary R code). Because the proposed confidence interval may be
applied for small as well as for large sample sizes, it may be recommended for practical use.

The coverage probability of the proposed confidence interval is at least the nominal
confidence level. The equality of the coverage probability and the confidence level may be
obtained by an appropriate randomization. The idea of randomized confidence intervals is
presented for example in R. Zieliński and W. Zieliński [13], W. Zieliński [15], [16]. The same
idea may be applied to the proposed confidence interval; work on this is in progress.
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APPENDIX 1

An exemplary R code for calculating the confidence interval is enclosed. I am grateful
to Prof. Stanis law Jaworski for his help.

CI=function(uemp,n,gamma){

u=abs(uemp)

g=function(u,vartheta,lq=0){

f=function(theta,k){pbinom(n[1]*(u+k/n[2])-lq,n[1],theta)*dbinom(k,n[2],theta-vartheta)}

a=max(0,vartheta)

b=min(1,1+vartheta)

wynik=c()

for (k in 0:n[1]){wynik[k+1]=integrate(f,a,b,k=k)$value }

t=sum(wynik)/(b-a)

(t-(1+gamma*(-1+2*lq))/2)Θ2}

P=ifelse(u==1,1,optimize(g,c(u,1),u=u)$minimum) # upper

L=optimize(g,c(-1,u),u=u,lq=1)$minimum # lower

info=paste("at 1-alpha=",gamma,", where u=",uemp, ", n1=",n[1],", n2=",n[2],sep="")

if (uemp>0)

{paste("Confidence interval (",round(L,4),",",round(P,4),") ",info,sep="")}

else

{paste("Confidence interval (",round(-P,4),",",round(-L,4),") ",info,sep="")}

}

#Example of usage

n=c(10,10) # input n1 and n2

CI(-0.3,n,gamma=0.99) # input the observed difference and the confidence level
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APPENDIX 2

Confidence intervals for ϑ = θ1 − θ2 appearing in the literature are constructed for
“large” sample sizes n1 and n2. It is assumed that ξ1 and ξ2 (and so ξ1 − ξ2) are normally
distributed. In what follows, γ denotes the assumed confidence level and z = z(1+γ)/2 denotes
the quantile of order (1 + γ)/2 of the standard normal distribution.

1. The approximate confidence interval based on the test statistic of the hypothesis
H : θ1 = θ2 has the form

(K1) ϑ̂± z

√
ξ1 + ξ2
n1 + n2

(
1− ξ1 + ξ2

n1 + n2

)(
1
n1

+
1
n2

)
.

This is one of the most common confidence intervals. It may be found in various statistical
textbooks (https://onlinecourses.science.psu.edu/stat414/node/268 for example).

2. By the de Moivre-Laplace theorem, ϑ̂ ∼ N
(
θ, θ1(1−θ1)

n1
+ θ2(1−θ2)

n2

)
asymptotically.

A simple application of the asymptotic distribution gives

(K2) ϑ̂± z

√
θ̂1(1− θ̂1)

n1
+
θ̂2(1− θ̂2)

n2

(for example stattrek.com/estimation/difference-in-proportions.aspx?Tutorial=AP). Mee and
Anbar [5] expressed the above interval in terms of ϑ̂:

ϑ̂± z

√
(ψ̃ + ϑ̂/2)(1− ψ̃ − ϑ̂/2)

n1
+

(ψ̃ − ϑ̂/2)(1− ψ̃ + ϑ̂/2)
n2

,

where ψ̃ = (θ̂1 + θ̂2)/2.

Miettinen and Nurminen [6] slightly modified the above confidence interval:

(K ′
2) ϑ̂± z

√√√√ n1 + n2

n1 + n2 − 1

{
(ψ̃ + ϑ̂/2)(1− ψ̃ − ϑ̂/2)

n1
+

(ψ̃ − ϑ̂/2)(1− ψ̃ + ϑ̂/2)
n2

}
.

3. The binomial distribution is a discrete one and is approximated by a continuous
distribution. Hence the so called continuity correction is introduced (Fleiss [4], p. 29):

(K3) ϑ̂± z

√
ξ1(n1 − ξ1)

n3
1

+
ξ2(n2 − ξ2)

n3
2

+
1
2

(
1
n1

+
1
n2

)
.

This confidence interval is very conservative: its coverage probability is significantly higher
than the assumed confidence level.

https://onlinecourses.science.psu.edu/stat414/node/268
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4. Using the Haldane method, Beal [2] obtained the confidence interval

ϑ∗ ± w,(K4)

where

ϑ∗ =
ϑ̂+ z2ν(1− 2ψ̃)

1 + z2u
,

w =
z

1 + z2u

√
u{4ψ̃(1− ψ̃)− ϑ̂2}+ 2ν(1− 2ψ̃)ϑ̂+ 4z2u2(1− ψ̃)ψ̃ + z2ν2(1− 2ψ̃)2,

ψ̃ =
1
2

(
θ̂1 + θ̂2

)
u =

1
4

(
1
n1

+
1
n2

)
ν =

1
4

(
1
n1

− 1
n2

)
.

Using the Jeffreys-Perks method he obtained a similar confidence interval with

(K ′
4) ψ̃ =

1
2

(
ξ1 + 0.5
n1 + 1

+
ξ2 + 0.5
n2 + 1

)
.

5. The method based on the Wilson [11] score method for the single proportion gives
the confidence interval

L = ϑ̂− δ12, U = ϑ̂+ δ21,(K5)

where
δij =

√
(θ̂i − li)2 + (uj − θ̂j)2 = z

√
li(1− li)/ni + uj(1− uj)/nj

and li and ui are the roots of |θ̂i − θi| = z
√
θi(1− θi)/ni. Note that li = 0 for ξi = 0 and

ui = 1 for ξi = ni.

Using the continuity-correction score intervals, Fleiss [4] (pp. 13–14) obtained li and ui

as the solutions of

(K ′
5)

∣∣∣θ̂i − θi

∣∣∣− 1
2ni

= z

√
θi(1− θi)

ni
.

6. Zhou et al. [12] proposed two new confidence intervals based on the asymptotic
Edgworth expansion of θ̂1 − θ̂2. The first one is

(K6)

(
ϑ̂− σ̂√

n

(
z − Q̂(z)√

n

)
, ϑ̂+

σ̂√
n

(
z +

Q̂(z)√
n

))
,

where (n = n1 + n2)

Q̂(t) =
â+ b̂t2

σ̂
, σ̂ =

√
n

√
ξ1(n1 − ξ1)

n3
1

+
ξ2(n2 − ξ2)

n3
2

, â =
δ̂

6σ̂2
, b̂ =

n(n1 − 2ξ1)
2n2

1

− â,

δ̂ =
(
n

n1

)2 ξ1(n1 − ξ1)(n1 − 2ξ1)
n3

1

−
(
n

n2

)2 ξ2(n2 − ξ2)(n2 − 2ξ2)
n3

2

.

The second confidence interval has the form

(K7)
(
ϑ̂− σ̂√

n
g−1(z), ϑ̂− σ̂√

n
g−1(−z)

)
,

where

g−1(u) =
√
n

b̂σ̂

((
1 + 3(b̂σ̂)

(
u√
n
− â

σ̂
n

))1/3

− 1

)
.
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The upper ends of the above mentioned confidence intervals may be greater than one
(or their lower ends may be smaller than −1). It is customary to truncate such an interval
at 1 (or −1 respectively), but such an operation results in a very low coverage probability for
values of ϑ near 1 (or −1 respectively).

Wang [10] (see also Shan and Wang [9]) proposed a confidence interval which does not
have the above disadvantage.
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